
Linearly
approximating
Neural Networks
to formally verify
its properties



Represent a neural network
as a logical formula in order
to formally verify and
explain certain properties

One way to try and
desmistify the black box
nature of neural networks

Final goal 
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Extension of Classical Propositional Logic

Tries to capture the concept of "half truths"

Variables can be evaluated to any number
in [0, 1]

Lukasiewicz
Logic



Lukasiewicz Logic

McNaughton's Theorem

Modulo Satisfability

Neural Networks

Understanding
the problem

Segmented Regression



McNaughton's
Theorem



Known Result

Rational McNaughton functions can
approximate any continuous function



One problem



Rational McNaughton functions can
approximate any continuous function



But McNaughton's theorem speaks only of
functions with integer coefficients

Rational McNaughton functions can
approximate any continuous function
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Modulo satisfability is way to
represent rational McNaughton
functions with Lukasiewicz
Logic

Define a valuation function for
the formula φ as a function that
satisfies all formulas in a set Φ 

Modulo Satisfability

https://www.greeksymbols.net/phi-symbol
https://www.greeksymbols.net/phi-symbol
https://www.greeksymbols.net/phi-symbol
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Neural
Networks
Can approximate any continuous
function by generating a
continuous function
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Segmented
Regression
Use an algorithm based on
Dynammic programming to
obtain the hyperplanes that best
fit subsets of the input points





Algorithm
for
segmented
regression
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Train a
neural net

Approximate
the network

via
segmented
regression

Represent
the function
as a logical

formula

Verify
properties of
the network

Putting it all together



XOR Network

Experiments
on Neural
Networks



Digression I:
Simplex
Division
Partition the domain in mulitple
pieces each one being a simplex
in a way such that they cover the
whole space



Simplex Division to force
continuity



Simplex Division to force
continuity



Simplex Division to force
continuity



Digression II: Order
matters



Verify if the network reaches a
certain state/value

Accessibility



Verify how much the value of a
neural network if affected by a
"small" perturbation

Robustness



I. Discontinuity

II. Order matters

III. Other ideas 

Conclusions
and future
work


